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SHOCK COMPRESSION MEASUREMENTS AT PRESSURES GREATER THAN 1 TPa*

C. E. Ragan
Los Alamos Nac; onal Laboratory, Los Almmoo, NH d7545 USA

+BSTRACT

Wa havo obtained precise Hugoniot dats for samples of aluminum,

qu-rtc, iron, molybdenum, and lov-density mo]yhclepum (Do~8.29 g-cm-’)

using the impcdanc~-matching technique. An underground nuclear
explotion drove a nearly pltnar, 5-TPa shock into a molybdenum Itand-

ard, Shock velocities were measured witl] 1.5% to 2.52 accuracies.

INTRODUCTION

The prcsouro ranga ●ccessible using convantlonai dynamic impact

●xp<rimentc UC hnve developed tech-‘ has been limited to <1 TPa.
niquas i -B

using unc!argrounu nucla~r •~plosivet for obcslnln~ precise

Qquatiorcf-state (kUS) data J[ prcecuras ●pproacllln~ 10 TP4. An

●arliar ●bsolute rneJsuremenL 2 for molybdenum ● [ 2.0 TPa provided

incraas~d confldenc~ in lcb calculated EOS’; ● follow-on impodtirlce-

matching ●xperiment’ for uranium ● t 6.7 lPa stimulated improved cheo-

‘ fcr bot}l uranium snd [he molybdenum standara. Inr~cicai treatments

tho prastint ●xperimant,’ we used the same shock-production technique

to obtain Hugonio[ data fnr 13 samples rela[~ve to molybdenum.

EXPERIMENT AND RESULTS

A nearly pl~nar chock wss produced in ● molybdenum scsndard located

on top of a load base plate %3 m from tha l~uclear explosive. The

shock pa~std into scvtn ~tacke of samplti maLerials positioned ● a

shown in Fig. 1. Extenoive !hieldlng redured the calculated neutron

and g~rruna radiation~ at the samples [.o ● level chat pro(lucc[l a tem-

pcrctura rite of “.10K. Shock arrivsl tim~s were determined uoin~ an

●rray of 75 ● lectrical contact pins’ separated by 1 [o 3 mm in [l~e

vcrtlcal (c) direction; horizontal positions (x-y plane) were choa~n

to -void rirefactions ascurning a release angle of 35° ct dircontinu-

it its. Five pkn~ were multiplexed pcr cable, and dificrent decay

cim~s prov)dcd a unlquc oignatur~ pulsa for each pin. The nignal

from ●ach cable was recorded ●lon~ wi[h a 1OO-HHZ time base on a set

of OSCL11OICOP s ttlac provided coverage for 2 to 3 US. For 25 of
tha pins, the #ignal quallty was excellent, and chock-arrlv~l [im.~fi

wtra d@Larmlned with +1-ns uncertaintlas. rht remalnlllg pins pro-

duced lower quulity s~gnalc snd unccrtalntles 01 3 CO 10 nfi were

assign~d to the clo’uro times.

*
Work t,, por[ad by the U,S. Department of Energy.
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DATA ANALYSIS AND CONCLUSIONS

The data analysis procedure involved several hundred least squarea

fits of the function t = t{x,y,z) to the pin coordinates ●nd closure
times using functional forms for t that indluded either r or ra(= X2
+ ~) dependence. These fits indicated that the shock velocity was

decreasing slightly with z and that the shock front was curved with
an effective radius of curvature X2 m. Additional fits indicated
that nonplanar effects were purely radial ●nd that asymmetry about
the z-axis introduced <6-na variation in arrival time along a radius.

Various subsets of the pina were used to fit different portions of
the shock front; this procedure was supported by an analysis of pre-
liminary global fits. All fits gave small values (consistent with
zero) for the decrease in the shock velocities. In the previou8 6.7-
TPa experiment,’ the shock velocities changed by <1% over 10 mm;
therefore, we ●ssumed ● similar 1% decrease rcross the sample. in
this experiment with the average (center) veLocity determined from
the fits. Thd resulting shock velocities corresponding to~O.5%
variations ●t the lower and upper surface are summarized in Table I.
For the molybdenum standard, an overall uncertainty of 1.52 was

●ssigned to the measured upper surface value of 27.16 km/s. For the
small samples (except iron), the shock-velocity errors from the fits
were w1%; overall uncertainties of ~2% were assigned to each of these
velocities to.include systematic ●ffects, For the iron sample, an
uncertainty of :2,5% was ●asigned LO the measured shock velocity.

1 I 1 I

[-~’
. . - - ----- - - --- - . --

I Pb I

The interface velocities were used to
cotain Hugoniot points from impedance-
matching snaiyses for each possible
pair of samples. For the lower sam-
ples, the meaaured velocity at the up-
per surface of the molybdenum atand-
aixl was used in the analysis. For
each upper sample, the corresponding
lower sample was treated ● s the stand-
●rd material. For the molybdenum atop
the ●luminum, the measured shock
velocity ●t the upper aluminum surface
waa used to determine ● Hugoniot
point, For the quartz ●nd low-density
molybdenum, the initial state in the

LAgo 1. Schematic drawing of the
sample package showirg the 180-mm-
diam by 12-mm-thick molybdenum
standardl the 25-mm-thick lead
driver, ●nd the thirteen 10-mrthick
samples, which conaiated of the
indicated materials,
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Iabl. 1. Com?mri$onof Cxp.rixxntml snd CalculatedRmIJlts

Shock V,locity (km/8) Husoniot Points
?lat*rial Experiosntb Diffcroncoc(%) Particl@

?rosmuro Wlotity
olf# # (T’h) (km/c)

Ho St$ 27.16: --- ‘- 4.900(3.5) 17.67{2.0)
34.39 1.63 0.s5 2.226(3.8)

g 24.649
23s09(2.7)

-0.13 1.90 4.034(6.5) 16.05{6.3)
23.7* -- ‘- 4.771(--) 17.51(--)

s-
un tz 31.95* 6066 1.693(4.3) 24::;;3.:)

22.lfi --- --- 6.351(--) -.

24.2t 9.85 9.77 3.693(4.4) 18.35(3.6)
xo Btd 28.02 -.. -.
p, 30.48 -1.92 -3.48 --” .-.

● hood ow mmmred shock velocitist ●nd the improvd ●olyM@nuo
bCOS; p.re.nt .rrors in paronth~s.s.

CorroctodQfor !’ariation of :0.52 ●cross ●ch MWIP1O:+ = upp.r
surface, - lwcr surfaca. Uncwtaintiaa = 1.5 - 2.52 (... text).

c (D.h”%xp)%p*
d Calculated rowita, “Old’” from Ref. 4, “NW” from Ref. 5.
● Calculated val~$ity for 1X :owr velocity in tho MO standard.
f P= ● S.29 t-CW .

corresponding lower sample was calculated trom the pressure in the
molybdenum standard, In this calculation, the measured ~hock veloc-
ity of 27.16 km/e wag decreased by 1% to account for the decay across
the lower sample. These analyses were based on the SESAMLEGS
library” and on both the original and improveds molybdenum EOS
(when ●ppropriate). The shock velocity in each sample wss ZISO
calculated using its theoretical EOS; the tllj,rd and iourth Columns of
Table I give the percent differences betl~een calculated ●nd

experimental values,

For the aluminum-molybdenum pair ●nd the iron sample, differences be-
tween calculation ancJ experiment are small with the improved’ molvb-
denurn EOS giving clightly better ●greement. However, the SESAAE’
predictions for these samples using either molydbenum EOS are in good
agreement with experiment. For quartz and low-density molybdenum,
SESAME-based calculations differ from the metsurcd vtil,u~s by more
thsn the experimental uncertainties.

Table I ●lso gives the experimental Hugoniot points and uncertainties
for the camplee. The ●ppropriate shock velocities were used to
determine the intersection point in the P-u plane of the straight
line PmoDL with the reflc~ted shock (RS) Hutioniot or the release
~sentrope (RI) of the lower standard mmterial, The initLal state of

the standard wa” determined ● s described ●bove, an) Lhe upper-san,ple
results ●re based on .he ●ssumption that SESAME IWSB Jor the lower
s~mples are correct; the l~ncertainties correspond to only experimen-
tal shock-velocity uncertainties. Both the ori8inal” ●nd improved’
EOSS for molybdenum were usad in this ●nalysis; however, only tha

results for the improved’ molybdenum MS ●re given in the table~
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The method of the analysis is illustrated in Fig. 2 for the aluminum
molybdenum stack. The re ions of interest are shown on ●xpanded

fscales with theoretical’$ Hugoniots shown as heavy curves.

●Sf hclo

Fig. 2. Plots
2S - showing the

impedance-matching
analysis technique
for the alunimum-
molybdenum stack.

ta- Intersection of the
RI or RS Hugoniot
(+) with lines
labeled P=OODU

II provide experi-
mental points
(circled) for Al(b)
and Me(a). Theo-

& mI
retical predictions

t o- are indicated by
1 1

m tc ~$ large dots.
VWOCIIYhmfl)

This experiment provide- Hugoniot d~ta that can be used to check the
consistency of theoretical EOS calculations. For 91uminum, iron,
molybdenum, ●nd lead, calculations based on che SESAMElibrary4 art?
in good ●greement with these data. Discrepancies for quartz and low-
density molybdenum ●re larger than the ●xperimental uncertainties,
indicating the need for improved theoretical treatments.

We plan to field ● similar experiment to determine shock velocities
with ,:0.5% uncertaintie~ ior ●dditional sample materials, thereby

providing even more strin~ent testo of th?oreticai predictions.
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